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ABSTRACT 

Task scheduling in fog computing is one of the 

areas where researchers are having challenges as 

the demand grows for the use of Internet of Things 

(IoT) to access cloud computing resources. Many 

resource-scheduling and optimization algorithms 

were used by many researchers in fog computing; 

some used single techniques while others used 

combined schemes to achieve dynamic scheduling 

in fog computing. This paper proposedHybrid 

Meta-Heuristics Optimization Algorithm (HMOA) 

for latency-aware task scheduling in fog 

computing, the study combined Particle Swarm 

Optimization (PSO) Meta-heuristics and 

deterministic Spanning Tree (SPT) to achieve task 

scheduling with the intention of eliminating the 

drawbacks of the two algorithms when used 

separately, the PSO was used to schedule user task 

requests among fog devices, while hybrid MPSO-

SPT was used to perform resource allocation and 

resource management in the fog computing 

environment. The study implemented the algorithm 

using iFogSim in which the performance of the 

algorithm was evaluated, assessed and compared 

with other state of art task scheduling and resource 

management algorithms. The proposed method 

performed better in terms of execution time with 

5ms in relation to best case average case and worst 

case scenarios, load balancing, cost of execution 

with $544100and communication latency with 

3.45ms. The results were compared with MPSO-

MCSO, FCFS, SJF and NBIHA algorithms, and the 

study recommends that further research should 

carried out to incorporate mobility in fog as 

mobility is becoming one of the major trends in 

research and cloud computing.  

KEYWORDS:Meta-Heuristic Algorithms, Task 

Scheduling, Execution Time and Fog Computing 

 

I. INTRODUCTION 
The internet has been most of the popular 

and largest mode of communication among people 

and government all over the world, as such a vast 

number of devices are connected and consuming as 

well as generating data by offering variety of 

computing services with different set of tasks. Such 

devices can be fixed or mobile, this days, many 

applications and services running on fixed or 

mobile devices mostly depend on remote services 

as in cloud computing servers to store data and 

perform data processing, scheduling task in such 

environment requires a dynamic approach to have 

equal distribution of task among the fog nodes.  

Task scheduling and load balancing is one 

of the most important segment in fog computing 

infrastructure, the user tasks are of different 

patterns from different sources, some task are fixed 

in nature and some are mobile in nature.  

Task scheduling in fog computing is one 

of the areas where researchers are having 

challenges as the demand grows for the use of 

Internet of Things (IoT) to access cloud computing 

resources. Many resource-scheduling and 

optimization algorithms were used by many 

researchers in fog computing; some used single 

techniques while others used combined schemes to 

achieve dynamic scheduling in fog computing, 

many optimization techniques are reassessed based 

on deterministic or meta-heuristics to find out 

solution to scheduling problem in fog computing, 

but their methods could not produce efficient task 

scheduling in fog computing due to slower 

convergence rate. 

Many researchers[1]have conducted a 

research on task scheduling in fog computing by 

using different meta-heuristics algorithms like 

Modified Particle Swarm Optimization (MPSO), 

Modified Cat Swarm Optimization (MCSO), that 
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are heuristics to achieve optimal resource 

utilization and resource management, most of the 

research observed;[1], presented their results based 

on energy consumption, execution cost  in fog 

nodes by using these heuristic algorithms which 

always depend on exploration and exploitation, 

therefore they tend to be slow and higher 

convergence rate when dealing with large search 

space, to overcome this drawbacks, this research 

intended to consider introducing  a Spanning Tree 

(SPT) algorithm which is a high speed 

deterministic  optimization algorithm in order to 

improve the search space. 

This paper proposed a latency-aware task 

scheduling algorithm with efficient execution time 

in fog computing environment. 

The paper is organized based on the 

following sections; section I presented the 

introduction of the paper which includes general 

terms and background about fog computing, 

section II presented the layers of fog computing 

which includes the general architecture of fog 

computing, section III presented the literatures that 

are related to fog computing with regards to task 

scheduling, section IV presented the methodology 

of the proposed system design which include the 

system architecture and the various parameters 

required for the development of the proposed 

system and finally section V presented the 

conclusion and future directions of the research. 

 

The Architecture of Fog Computing 

Fog Computing is one of the Cloud 

computing layer that provides access and seamless 

transmission of data to the end users with faster and 

efficient communication between the cloud and the 

end users task scheduling is one of the important 

area of research that researchers are exploring 

efforts and talents in other to device a reliable and 

efficient scheduling method in fog and cloud 

computing in general.  

The fog computing architecture is divided 

into three major layers which includes; the cloud 

layer, the fog layer and the edge layer in which 

processing are carried out hierarchically as shown 

the figure 1 below; 

 
Figure 1: Fog Computing Architecture 

 

Critical Review of Literature 

Data Placement in Fog Computing; is the 

processing of placing and scheduling resources 

among the n number of fog devices in order to 

reduce the traffic on a particular fog node, such that 

optimal resources are shared among the available 

fog nodes in the computing environment, data 

placement can be achieved by employing different 

placement algorithms which include Mapping 

algorithm, Cloud-only, Edge-ward, etc.[2]. 

It has not been the intention that fog 

computing should replace cloud computing, but 

rather to be used in conjunction with more central 

cloud units to reduce delay, provide fast computing 

and reduce the cost of processing.  

Fog nodes can be classified into two types: 

resource-poor devices such as routers, set-top-units, 

wireless access points (WAP); and resource-rich 

machines such as cloudlets, that can be considered 

a small scale version of cloud data centers, giving 

massive processing to mobile devices with low 

latency[1].  

Pradeep & Jacob, (2018) proposed a 

hybridization of cuckoo search and gravitational 

search algorithm (CGSA) for task scheduling. The 

purpose of the design was to exploit the merits of 

both cuckoo search (CS) and gravitational search 

algorithms (GSA) while avoiding their drawbacks. 

The performance of the algorithm was analyzed 

based on the different evaluation measures. The 

algorithms like GSA, CS, Particle swarm 

optimization (PSO), and genetic algorithm (GA) 

were used as a comparative analysis, the proposed 

model outperform the other methods based on the 

results presented. The algorithms used are both 

heuristic in nature therefore they tend to be slow 

thereby leading to higher execution time.  

[1]Proposed a nature inspired task 

scheduling algorithm in fog computing, they 
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modeled and proposed a novel bio-inspired hybrid 

algorithm (NBIHA) which is a hybrid of modified 

particle swarm optimization (MPSO) and modified 

cat swarm optimization (MCSO). In the proposed 

scheme, the MPSO was used to schedule the tasks 

among fog devices and the hybrid of the MPSO 

and MCSO was used to manage resources at the 

fog device level. In the proposed approach, the 

resources were assigned and managed on the basis 

of the demand of incoming requests. The main 

objective of their proposed work was to reduce the 

average response time and to optimize resource 

utilization by efficiently scheduling the tasks and 

managing the fog resources available, their 

proposed model outperformed other related 

research in terms of optimal resource utilization 

and energy saving.  

But combining two heuristics algorithms 

which perform their search through exploitation 

and exploration to achieve a solution is 

cumbersome since the algorithms are having 

slowerconvergence rate compare to other none-

heuristic algorithms. 

Spanning Tree (SPT) algorithm have been 

used by many researchers in improving the 

convergence rate of heuristic algorithms as 

observed in[3] in their research, they proposed ant 

colony optimization population based and 

deterministic spanning tree ACO-SPT for task 

scheduling in cloud computing, their proposed 

algorithm achieved a faster convergence with loop 

free, with least make span time based on their 

simulated results, and their result outperforms other 

algorithms in terms of load balancing and proposed 

future work in assessing the algorithm performance 

in multi-tier environment and software Defined 

Network (SDN).  However their work is limited to 

resource management in cloud without extending 

fog or edge computing.   

 

II. METHODOLOGY 
Thispaper proposed a Hybrid Meta-

heuristics Optimization algorithm (HMOA) for task 

scheduling in fog computing environment, with the 

goal to design latency-aware fog resource services 

by optimizing Modified Particle Swarm 

Optimization (MPSO) using one of the 

optimization algorithms which is Modified Cat 

Swarm Optimization (MCSO) algorithm and 

injecting Spanning Tree (SPT) deterministic 

Algorithm in order to improve the convergence rate 

with reduced latency in fog computing.  

 

 

 

 

Proposed Method 
The proposed method is the combination of Meta-

heuristic and deterministic spanning tree algorithms 

presented as follows; 

 

Hybrid Meta-heuristics Optimization Algorithm 

(HMOA)  

The main purpose of this proposed 

scheduling algorithm is to find optimal schedules 

for executing task in the fog environment. The 

main idea of this proposed algorithm is to use 

Modified Cat Swarm Optimization (MCSO) 

algorithm and Modified Particle Swarm 

Optimization (MPSO) to solve the problem of task 

scheduling by injecting Spanning Tree (SPT) 

Algorithm in order to improve the convergence 

speed of exploration and exploitation in the search 

space.  

The optimization criteria in the proposed 

algorithm is to address the shortcomings observed 

by the MPSO and MCSO algorithms when used, as 

both of them are heuristic algorithms and they have 

a problem of crossover when handling large search 

space, therefore this algorithm is the combination 

of Hybrid MPSO and SPT to achieve resource 

management with latency in mind in fog computing 

and subsequent sending the tasks to cloud for 

further processing[4].   

 

Meta-Heuristic algorithms 

The concept of Meta-heuristics algorithms 

are set of problem solving methods in which are 

desinged to find, select, or generate a heuristic that 

can produce a significantly better result to an 

optimization problem with few iterations.  

This algorithm provide better result 

through exploration and exploitation specifically 

with very limited computational effort or non 

complete information which is applicable to wide 

number of problems for task scheduling in fog 

computing.  

The following are examples of meta-

heuristics algorithms; Particle Swarm Optimization 

(PSO), Cuckoo Search (CS), Cat Swarm 

Optimization (CSO), Genetic algorithm (GA) and 

so on. These algorithms have been used and 

reasonably performed better in optimizing task 

scheduling and cloud service providers throughput 

in the area of minimizing makespan, balancing load 

and scalability by providing shortest optimal results 

within shortest period[1]. 

 

Deterministic Spanning Tree (SPT) Algorithm   

Spanning Tree (SPT) Algorithm is a 

member of deterministic algorithms which are used 

for finding an optimal path in a search space 
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through graph means of visiting nodes and 

therefore the Spanning Tree is inform of graph and 

its subset which is having all the nodes connected 

with possible number of arcs. Generally, the 

spanning tree has no loops or cycles and cannot be 

disconnected[3].  

However it is good in handling problems 

that require alternative routes in decision making 

especially task scheduling. The loops in the 

transition operators that may cause relative 

influence will be eliminated by the Improved SPT 

in the set G = (N, M).  

The function of the Spanning Tree here is 

to stop all redundant paths in cloud user request for 

job that may cause loop allowing convergence 

delay, this will allow existence of single logical 

path between all destinations in the fog devices. In 

the event where users request is intentionally 

denied from leaving or entering a path, the path 

will be termed as blocked path.     

 

Convergence factor 

Consider; 

lim
t→∞

Makespan  t 

= lim
t→∞

 Execution time task

m

j

  Ti   

  …         equation (1) 

 

In order to obtain faster convergence rate, 

the limit for the make span time must be taking to 

cover the task execution time length. 

 

Problem formulation 

The aim of this proposed system is to 

design latency aware task scheduling system in fog 

computing environment which is focused on load 

balancing and resource management. In this 

system, tasks are being described as methods that 

define user’s service demand which can be in the 

form of mobile user, web user, or internet users. 

User tasks or requests tu{t1, t2, t3, t4, ……, tn} and 

available fog devices fdj {fd1, fd2, fd3, fd4, ……fdk} 

are used to schedule these tasks and cloud 

resources. Our proposed system used MPSO and 

SPT for task scheduling and load balancing by 

using best fit cloud and fog devices for request 

processing, when tasks are being scheduled, the 

average response time of the fog devices was found 

based on the given equation;  

Average Response Time

= t2[ FD(x)]

k

x=1

−  t1[ FD(x)]

k

x=1

                  …            equation (2) 

Where FD is the fog devices, x is the user task from 

1 to k and t1 , t2 , is the initial and final time. 

Best fit of the fog device can be obtained by 

finding the fitness value based on the given 

equation 5 and the equation can be used to calculate 

the resource demand of a given task. 

Fitness Value

=
(R)  FD(j)

k

FD =0

 (RD)
n

x=1

 …           equation (3) 

Where RD is the resource demand, R is the 

resources, FD is the fog devices; x is the number of 

task from 1 to n. 

 

Experimental Setup 

There are many simulators that are 

available for evaluating fog computing research 

and assess the performance, but this research 

experiment used iFogSim simulator as a platform 

for simulating the proposed model. iFogSim is high 

performance toolkit to model and simulate the 

networks of Edge Computing, Internet of Things 

and Fog Computing. iFogSim integrates the 

resource management techniques which can be 

further customized as per the research area. The 

simulation with iFogSim works in association with 

the CloudSim. CloudSim is a widely used library 

for the simulation of cloud based environment and 

resource management. The layer of CloudSim 

exists to handle the events between the components 

of Fog Computing using iFogSim [2] 

 

Performance evaluation 

The evaluation metrics for this paper is 

based on execution time, load balancing, 

processing cost and communication latency.  

 

System Architecture 

The following subsections presented the 

components used in the proposed system as 

presented thus; 

 

Cache based load balancing 

The load balancing mechanism in task 

scheduling is the ability of the system to distribute 

user tasks equally among the fog devices with 

optimal utilization of equal tasks all the time. The 

idea of cache based load balancing, the tasks that 

are frequently sent to system are being kept in 
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storage location in which requested task can 

subsequently be accessed easily without going back 

to the main task pool and reprocess again, and this 

scenario can improve the processing of the 

algorithms whenever used in task scheduling.  

 

 

 

Figure 2: Load balancing workflow 

 

Latency-aware task scheduling 

In this regard, we consider non-

deterministic and spanning tree latency-aware task 

scheduling in fog computing in other to determine 

the run-time requirement adjustment of task 

scheduling, this method is focused on module 

placement which is intended to forwarding task 

toward inactive resources, this method was adopted 

from[3] by injecting spanning tree algorithm; 

which employed similar method in determining 

required time for resource management in fog 

computing.  

This proposed method is a form of 

heuristic and deterministic method in which the 

method is targeted at achieving better latency 

among communication devices, in this method, the 

incoming task will be forwarded to free nodes 

immediately through inspection of switch 

allocation[3] 

 

Latency in fog computing 
Application performance can be achievd 

by reducing the latency betweeen fog devices and 

edges through proper use of placement algorithm, 

the approach used the method presented in the 

equation (1), the symbol ∝ is the delay incured 

while capturing data in form of turples,  μ  is the 

time required to perform motion detection and 

upload, while θ is the time required to display the 

detected task to the required user interface[9]. 

Latency = ∝ +μ + θ      …           equation (1) 

 

Presentation of results 

The previous section presented the general 

overview of the concept of cloud and fog 

computing,followed by different literatures and 

techniques used for task scheduling in fog 

environment, related works was also observed by 

different authors on the how tasks are being 

scheduledusing different algorithms in fog 

computing and their subsequent implementation; 

algorithms like heuristic and deterministic 

algorithms were observed both in hybrid and non-

hybrid formats, in which this research adopted 

some of the techniques where heuristic and 

deterministic algorithms are proposed for task 

scheduling in fog computing, based on 

observations of different researchers on the context 

of using either heuristic or deterministic separately. 

User task1 User task2 

 

User task3 

 

Cache based Load Balancer 

 

User task4 

 

Fog 

Device1 
Fog 

Device2 

Fog 

Device3 

Cloud Data Cluster 
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The simulation results are presented in the 

following sections, by considering the following 

evaluation metrics; Execution time, Cost of 

execution, load balancing and communication 

latency as presented further.  

 

III. RESULTS 
The Hybrid Meta-Heuristic Optimization 

Algorithm (HMOA) was used in this research for 

task scheduling and resource allocation. The 

proposed framework is used to obtain the best fit 

fog device for processing of all incoming tasks, 

since the derivation of original Modified Particle 

Optimization (MPSO) Algorithm, our new 

framework was slightly modified by introducing 

Spanning Tree Algorithm to the MPSO having a 

hybrid algorithm for solving problem of task 

scheduling and resource allocation in fog 

computing environment, we also look at the 

communication latency between fog devices. 

 
Figure 3: Sequence Diagram depicting HMOA 

 

Figure 3 above depict the operation of Hybrid 

Meta-Heuristic Optimization Algorithm (HMOA) 

In fog-cloud collaborationusing the 

iFogSim toolkit, user task request are sent which 

are received by the fog devices. Fog broker 

manages the request generated by the users as well 

as the fog devices, the request are then divided into 

tuples and scheduled tasks are then managed by the 

fog devices based on the HMOA.  
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Tuples are then sent to the cloud devices 

and fog devices as shown in the sequence diagram 

after the complete process, the fog brokers check 

the tasks completion, the results are then sent back 

to the user through the fog device after compilation. 

 

Performance Evaluation  

 Simulations have been conducted 

extensively using iFogSim in a cloud-fog 

environment in order to assess the performance of 

the proposed approach which is HMOA. There 

have been varied processing and usage cost in the 

cloud and fog nodes, in this work, we assumed that 

each fog node has its own processing limits 

(measured by MIPS – million instructions per 

second), including CPU, memory, and transmission 

capacity utilization cost. In our experimental setup, 

the Fog framework consist of 15 processing nodes; 

5 cloud and 10 fog node as specified in table 1 

below, which will be varied consecutively as 

required in the simulation process and experimental 

procedure and parameter required.  

 

Table 1: Evaluation parameters 

Parameters Fog Cloud 

Number of Nodes 10 5 

CPU MIPS [500, 2000] [3000 – 10000] 

CPU usage cost    

Source: (Experiment 2023) 

 

Fog nodes have restricted processing 

power in the fog layer, for example, doors, 

switches, workstations or PCs and tablets. The 

mechanism that are in charge of taking care of 

requests, are servers or virtual machines in elite 

server farms in the cloud layer, in this regard, the 

preparation rate of cloud nodes is much quicker 

than fog nodes. Consequently, the expense of 

utilizing resources in the fog is cheaper than in the 

cloud as the distance between the user’s tasks and 

the fog devices are closer than the cloud. 

Fog framework is generally responsible 

for execution of all incoming requests from the 

client’s sides. Each incoming request is divided 

into number of task tuples, which subsequently 

decomposed and evaluated upon the processing that 

they required.  

The results for our proposed method were 

analyzed based on the following parts; execution 

time,cost of execution, cache based load balancing 

and communication latency. The proposed 

framework was also compared with other state of 

art scheduling algorithms in fog computing such as 

Modified Particle swarm optimization (MPSO) and 

Nature Bio-Inspired Hybrid Algorithm (NBIHA) 

etc.  

 

Resource allocation by using task scheduling  

As indicated in the research objectives this 

research is divided into two sections which 

includes latency-aware resource management and 

cache-based load balancing. To achieve part of the 

objectives, the proposed method used Hybrid Meta-

Heuristic Optimization Algorithm (HMOA), the 

framework wishes to address task scheduling by 

combining Spanning Tree and MPSO algorithms, 

and presented the results as follows; 

 

i. Execution Time Analysis 

Execution time for this experiment was 

being categorized based on best, average and worst 

case results, different combinations of tasks and fog 

devices were explored with other algorithms to test 

the scheduling capabilities in terms of execution 

time, our proposed method presented better result 

in terms of execution time compared to other 

scheduling algorithms as shown in Figure. 4 below, 

this is because of the inclusion of the deterministic 

algorithm in the processing module. 

 

Table2: Algorithm analysis based on execution time 

S/N 
Algorithm 

analysis 

HMOA NBIHA FCFS SJF 

Time (ms) 

1 Best Case 5 6 7 8 

2 Average 

Case 

10 15 15 11 

3 Worst Case 15 17 18 19 

Source: (Experiment 2023) 
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Figure 4: Execution Time Analysis 

 

ii. Processing Cost Analysis 

In the task scheduling and management, 

the hybrid and deterministic method reduces 

waiting time for the resources thereby reducing the 

cost of processing due faster convergence rate in 

which the execution time tend to be faster thereby 

reducing the processing cost among the fog and the 

edge devices as shown in Figure. 5. The value 

depicted in the table, are not real values of 

money,they are just numeric figures used for 

experimental process to differentiate between 

execution costs among the algorithms. 

 

Table 3: Cost of Execution 

Algorithms HMOA NBIHA FCFS SJF 

Cost ($) 544100 544300 544600 545555 

Source: (Experiment 2023) 

 
Figure 5. Cost of Execution of based on the algorithms 

 

Load Balancing 

Figure 6 below depicts the simulation results of the 

algorithm in which task are distributed equally 

among the fog devices as observed against each fog 

device ID.  
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Figure 6. Load balancing 

 

 

 

Latency in fog computing The experimental result for the simulation is 

displayed in table 4 below and compared with state 

of the art latency analysis algorithms; 

 

Table 4: Latency analysis 

Number of Fog 

Devices 

LJAYA Optimization Latency-Aware 

Module Management 

Heuristic and Deterministic 

Latency-aware Computing 

5 1.1 2.2 1.0 

10 2.16 4.3 2.01 

15 2.89 7.015 2.56 

20 3.2 9.3 3.1 

25 3.43 19.9 3.33 

30 3.65 34.2 3.45 

Source: (Experiment 2023) 

 
Figure 7.Fog devices against time 
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Latency analysis 

Based on the simulation result, the 

communication latency using heuristic and 

deterministic has no big difference with the 

response time, with this regard the study observed 

that communication latency and network response 

works hand in hand, our approach was also 

compared with other latency analysis algorithms 

and our model presented better access time between 

fog nodes. Discussion 

In effort to achieve the stated objectives of 

the research, the study was evaluated and analyzed 

the proposed method using the following 

parameters: execution time (ms), Cost of 

Execution, Cache based load balancing and 

communication Latency.  

The proposed method was comparedwith 

benchmark algorithms for task scheduling such as; 

NBIHA, MPSO, SJF and FCFS.We have also 

compared our proposed approach with HFSGA 

(Hybrid Flamingo Search with a Genetic 

Algorithm) meta-heuristic and deterministic 

approach in the case of resource management and 

allocation to fog nodes.  

The results from the simulations showed 

that our proposed method has better results in the 

case of Execution time 5ms, Cost of Execution, 

Load balancing 17kj and communication Latency 

3.45ms when compared to other benchmark state-

of-the-art algorithms. In the case of execution time, 

if it does not gets a match from the resource pool it 

increases execution time, therefore cache based 

task scheduling was introduced to keep track of 

most used task in resource pool for subsequent 

processing and the network latency was improved 

based on best fit fog devices. 

This result is also related with the work 

observed from[10], and in contrast with results 

obtained by[1] due to the introduction of 

deterministic spanning tree algorithm in the prolem 

formulation. 

 

IV. CONCLUSION 
Hybrid Meta-heuristics task scheduling 

algorithm for efficient latency in fog computing is 

proposed, the research combined meta-heuristic 

algorithm and deterministic spanning tree 

algorithm to achieve task scheduling in fog 

computing with shorter execution time, reduced 

latency and reduced energy consumption. The 

study proposed MPSO and MCSO for task 

allocation and virtual machine allocation between 

fog nodes and the user task or request, and 

hybridization of MPSO and SPT for task 

scheduling and resource allocation and 

management in collaboration between fog and 

cloud computing. The hybridization was to reduce 

the drawbacks of the heuristic or deterministic 

algorithms when used separately.  

The research implemented the algorithms 

in iFogsim in which the performance of the 

algorithm was assessed, evaluated and then 

compared with other state of the art resource 

management and task scheduling algorithms in fog 

computing environment, our proposed method 

presented better results in term of resource 

execution time, load balancing, response time, 

execution cost and communication latency. From 

foregoing the research recommended 

implementation of the proposed method in other 

platforms that will incorporate mobility among fog 

devices like Mobfogsim simulator.  
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